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Abstract

This papemresenta discussiorof the valueof the Bayesiarapproactfor sci-
entific enquiry throughsimpleexamples generalprinciples,andan overviev
of ideaswhich areusefulfor the Bayesiaranalysisof large physicalmodels.

The Bayesianparadigmis, in mary ways, the original approactto statisticalreasoning.While,
in the scientificarena,the approachhasbeenviewed with suspicion,it is now spreadingandfinding
acceptancén ever wider areas.We shall reappraiseéhe strengthsand weaknessesf the approachfor
scientificinference. Of course this subjecthasa wide discussiorliterature,see,for example,[6]; for
overviews of the Bayesianapproachsee[1], [8]. My intentionhereis to examinewhat| feel arethe
compellingreasongo usea Bayesiamapproachn relatively simpleproblemsandthento discusswhat
happensvhensuchanapproactbecomesnoredifficult to follow.

1 THE BAYESIAN APPROACH

In the Bayesianapproachknowledgeaboutunknavn quantitiesof interest,d, asexpressedy a prior
probability distribution P(0), is combinedwith knowledgefrom data,d, expressedy alikelihoodfunc-
tion P(d|0), to give knowledgeafterseeingd expressedy a posteriordistribution for 6 evaluatedas

P(8|d) « P(d|0)P(6) @)

Thereis no questionasto thecorrectnessf thetheorem However, theapplicationprovokesmuch
controversy Many of the agumentsdivide alongthe following lines: supporterof the approachamgue
thatit is Correct andUseful, while opponentarguethatit is Inappr opriate andHard to apply Bayes
in the scientificarena.ln summarytheargumentsare:

BAYES IS CORRECT

[C1] Otherapproachearewrong, asamguedthroughthe well-rehearsedounterexamplesabout
thefailure of meaningof the coreconceptsf moretraditionalinference suchassignificanceandcover-
ageproperties.Thus,avalid confidencenternal maybe empty a statisticallysignificantresultobtained
with high power may bealmostcertainlyfalse,andsoforth.

[C2] The Bayesapproachs right, asamguedon the groundsthat the methodevaluatesthe rele-
vantkinds of uncertaintyjudgementspamelythe uncertaintieover the quantitiesthatwe wantto learn
about,giventhe quantitiesghatwe obsere, basedn carefulfoundationalargumentausingideassuchas
coherencandexchangeabilityto shav why thisis the unavoidableway to analyseour uncertainties

BAYES IS USEFUL

[U1] The methodologygivesgoodsolutionsfor standardgproblemsasamguedthroughindividual
casesThesolutionsappeaiparadox-freeandcorrespondvell with intuition.

[U2] The methodologyoffersthe only way to tackle mary non-standargbroblems,asthereis a
unifiedapproactior all problemsn uncertainty It offersamethodwhich canalwaysbefollowed,unlike
mostotherapproachesgvhich rely on adhoctricks for eachindividual case.

BAYES IS INAPPROPRIATE

[11] Bayesiamrmethodologyanswergproblemswrongly. Usually, thisis attributedto unnecessary
andunhelpfulappeako arbitraryprior assumptionsyhich shouldnot belongin scientificanalyses.
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[12] Bayesianmethodologyanswersthe wrong problems. This agumentreplacesthe blanket
criticism of the Bayesapproachby recognitionthat the Bayessolution may indeedtell us something
meaningfulaboutwhatanindividual might concludefrom the data,but still amguesthatsuchindividual
subjectve reasonings inappropriateasa way of reachingsoundand objectve scientific conclusions,
which arerelatedto consensusvithin the scientificcommunity

BAYES IS HARD

[H1] Every problemis hardfor Bayesiamnalysis.Thisis areflectionof thedifficulty, evenin the
simplestproblem,of finding an objectiely justifiable prior distribution for the quantitiesof interest.In
generahow dowe find prior distributionsandwhatshouldwe do if expertsdisagree?

[H2] Hard problemsarehardfor Bayesiamanalysis.Evenif we couldsolve the prior specification
issuefor simple problems,the difficulty involved in constructinga full Bayesspecificationfor more
complicatedproblemsrenderghe approachnfeasible.

The abore agumentshave beensimplified down to their essentiaform to suggesthatthereare
(atleast!)two levelsat which we may debatethe correctuseof statisticalmethodology:

(i) thecurrent practice debate[C1],[U1], versudI1],[H1]
(iNthe underlying issuesdebate[C2],[U2],versudl2],[H2]

Of course the two debatesare intimately linked, and startingin one debatewe may easilyfind
ourselesdippinginto the other However, unlesswe areclearasto which debatewe arein, it is easyto
becomeconfusedgespeciallyasthe structureof thetwo debatesppearsosimilar.

The currentpracticedebateis essentiallypragmatic. We look at familiar problems,and from
a common-senseractitioners viewpoint try to evaluatethe competingarguments. Proponentf the
Bayesiamargumentfind their solutionsintuitively appealingwhile beingableto poke holesin solutions
propoundedy othermethodswhile opponentsonsiderthatthe extra ingredientshat Bayesiandave
introducedare at bestirrelevantandarbitraryandat worst meaninglessThis is a naturalstartingpoint
for decidingwhich viewpoint to adopt. However, it is subsumedby the underlyingissuesdebatejn the
sensehatif theapproacheallyis correctandappliesto averywide rangeof problemsthenof coursewe
shoulduseit, while if the approactfocusse®nthewrongproblemsandthewider rangeof applications
is in practiceinfeasible,thenwe shouldbe correspondinglysceptical. Eachaspectof the debatehas
innumerablenuancesHere,| shallcontentmyselfwith developingtheagumentgnotimpartially - I am
mostdefinitelyon the Bayesside)startingwith a simpleexamplerelevantto the currentpracticedebate,
andthenmoving onto consideringhe underlyingissues.

2 CURRENT PRACTICE: A DIAGNOSTIC EXAMPLE

Let us startwith an examplethat is simple enoughthat we may all agreeon the appropriateanalysis.
Supposghatyou eitherhave a particular(rare)diseasdevent D) or thatyoudon't (event D). Youtake a
diagnostidestwhichgiveseitherapositve responséevent+), or anegative responséevent—). Thetest
is judgedto be 99%reliable,e.g P(+|D) = 0.99, P(+|D) = 0.01. Youtake thetestandgeta positive
result. Do you have the diseaseVe shall develop the analysisthroughthreestagesgcorrespondingo
the conceptualssuednvolvedin applyingthe Bayesiarargument.

[1]: Known diseaserate. Supposehatit is known that the proportion,p, of peoplewith the
diseases 0.001.Thenit is uncontreersialthatwe mayapply Bayestheoremgiving

P(+|D)P(D) _ P(+|D)P(D)
P(+) P(+|D)P(D) + P(+|D)P(D)
Everyonewill agreethatmostlikely you do not have thediseasebut have scoreda falsepositive.

[2]: Unknown diseaseate. Now supposéhatyoudon't know thediseasgroportionp. Suppose
that you specifya prior probability distribution for p with expectationE(p) = 0.001. As the valueof

P(D|+) =

= 0.09 )
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E(p) is all thatis requiredfor applyingBayestheorem thenyou againhave exactly the samenumerical
result,namelythatyou judge P(D|+) = 0.09. Doesthis resulthave the samemeaning?or you, yesit
does.Youwereuncertairbeforehandasto your diseasestate andthe datahaschanged/our uncertainty
in awell-definedway, andthereis no operationalifferencefor you betweencaseq1] and[2], unless
you obtainfurtherinformationrelevant to the generalprevalenceof the disease However, we have not
specifiedexactly how you reachedyour prior assessmentSomeonavho disagreedvith you aboutthe
rarity of the diseasemight cometo a very differentconclusion. Therefore,we might askhow high a
beliefin the diseasea priori, you would needto have at leasta 50% probability of having the disease
after seeingthe positive test; from (2), you would needa prior expectationof E(p) > 0.01. Similarly
youwould needto have atleasta 50% probability of having thedisease priori to give a 99% probability
of the diseasayiven a positive test. Thus,therearenow two aspectdo the inference- how you, asan
individual, shouldreactto the data,and how a wider community might so react,which is addressed
througha sensitvity analysis.

[3]: Pervasive disease.Now supposehatyou know thateitherp is 0 or 1, thatis everybodyor
nobodyhasthediseaseThisis justanspecialcaseof [2], andagainall thatmatterss E(p) = P(p = 1),
in this case.Otherwise for you caseq2] and[3] arethe same.However, case3] leadsdirectly into the
scientificversionof this example,asfollows.

[4]: Discovery of a new scientifictheory. Now let usrelabelD to beanew scientifictheory and
D to beafamiliar old theory -+ is the positive outcomeof a significancetestat significanceevel 0.99
for rejectinghypothesisD, wherethe power of thetestundertheonly alternatve, namelyD, is als00.99.
Theprobabilisticspecificationsreexactly asfor casd3]. If youarescepticabf thenew theory apriori,
andawardit aprior probability of 0.001,thenagainthe Bayesanalysisgivesposteriomprobabilityfor D
of 0.09. Again, differentindividuals may reactdifferently andthe sensitvity analysisfor the effect of
the prior on the posterioris the analysisof the scientificcommunity so thatthe answershouldnow be
aninterval of posteriorvalueswhich may be reasonablyheld by individual scientists.If this intenal is
wide, thenthe datahasnot beensufiicient to resole the scientificissue.However, the posteriorinterval
will usuallybesmallerthantheprior intenval. Further if the prior probabilityfor D is notincluded,then
we cannotexpressa meaningfulposteriojudgementiboutD giventhedata.

Ratingthis exampleonthe positve agumentdC1], and[U1], we would aguethatthetraditional
statisticalassessmertf a positive resulton a highly significant,very powerful testis not, of itself, a
convincing inference.Cornversely for theindividual, the prior assessmerdf the plausibility of the new
hypothesiscanbe corvertedinto a posteriorassessmengndwithout suchan assessmeriherecanbe
no inference.However, it is depressindgiow often astonishingscientificadvancesareannouncedased
on preciselysuchprobabilisticerrors,basedon the misunderstandinghat suchconclusionsare based
on the usualstandard®f scientificevidence.A conditionalprobability of datagiven hypothesiscannot
demonstratanything of itself. In thisview, asensitvity analysisoverthereasonabla priori judgements
of the scientificcommunitygivesthe full analysis.Sucha sensitvity analysisaddressetheissue[l1]
thatthe Bayessolutionhascheatedoy introducingarbitrary prior assumptionsand,in part, addresses
thequestionH1] asto exactly how we shouldformulateour prior judgementsNote further:

() Likelihoodis fundamentato inference,and we shouldrequire our proceduredo obey the
likelihoodprinciple. However, in mary problemsthelikelihoodis assubjectve asthe prior distribution,
and,especiallyin high dimensionsthelikelihoodasa point-wisepropertyis often highly non-rolust.

(i) Thelogic of the Bayespositionis thatif anindividual holdsa particularcollectionof prior
beliefs and obseres particulardata, with a specifiedlikelihood, then that individual shouldhold the
prescribedposteriorbeliefs. This doesnot supportthe existenceof “objective” or “non-informatve”
prior distributions,whichin generahave no specialstatusandareonly usefulfor illustrative purposesn
shawving the resultsof the inferenceundera particular usuallysomevhatinterestingchoiceof prior, or
with large amountsof datawhich will overwhelmwhichever prior distribution is chosenjn which case
it is helpful to sidesteghe needfor detailedprior specification.
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3 BAYESANALYSIS FOR LARGE AND COMPLEX PROBLEMS

How doestheBayesiarapproactscaleupfor analysinghetypesof problemsarisingin complex physical
experiments?A brief descriptionis asfollows. We constructa mathematicamodelfor the physical
system oftenimplementecascomputercode. The modeltakesasinput certainphysicalandconceptual
parametersy, somebeingof directinterest,while othersarenuisanceparameterskor ary valuesof z,
the modelproduceutputss(x), correspondindgo obsenable experimentaloutcomes:. The valuesof
theinputparameterarelargely unknavn. To determinghesevalueswe seekhosenputsfor which s(x)
isin closecorrespondenc® z, subjectto (i) randomsimulationfeaturesof themodel, (i) measurement
errorsin z and(iii) discrepancie®etweenthe physicalsystemand computersimulator arisingasthe
modelis a simplificationandidealisationof theactualprocess.

TheBayesiarapproachs well-suitedto addressuchproblemsasit canhandlein aunifiedmanner
all of the differenttypesof uncertaintythat arise. In low dimensionalversionsof the problem, the
Bayessolutionsareindeednaturalandsensible In morecomplex formulations for which theinputand
outputspacedor the modelarehigh dimensionahndeachevaluationof the modelcantake a very long
time, carefulprior specificationis very important. However, meaningfulprior specificatiorof beliefsin
probabilisticform over very large possibility spacess very difficult andmayleadto alot of arbitrariness
in the specificationwith correspondingechnicaldifficultiesin the subsequerdanalysis.

Bayeslinearmethodologyis analternatve approactwhichis similarin spirit to thefull Bayesian
methodologybut which seekgo simplify the burdensof prior specificatiorandanalysisby only requir
ing prior specificationof meansyariancesandcovariancesetweenall of the quantitiesof interest.An
overvien of the methodologymaybefoundin [4]. At thesimplestevel, if we have two randomvectors
B, D, andwe specify prior expectationsyariancesand covariancedor all elementsof B, D, thenthe
adjustedneanvector B givenobsenationof D is

Ep(B) = E(B) + Cov(B, D)(Var(D))! (D — E(D)), (3)

where(Var(D))! is a generalisednverseof Var(D). Bayestheoremis the specialcaseof the abose
wheretheelementof D aretheindicatorfunctionsfor eventscomprisinga partition,and(3) reducedo

P(X|D) =Y P(X|D;)D;,

the randomquantitywhich takesvalue P(X |D;), if the outcomeD); is obsered. The adjustedvariance
matrix, for B by D, namelyVarp(B) = Var(B — Ep(B)), is givenby

Varp(B) = Var(B) — Cov(B, D)(Var(D))'Cov(D, B) (4)

The foundationdfor this approacharederived from temporalcoherencemplicationsfor partially spec-
ified collectionsof prior beliefs,and the approachmay be viewed as an appropriateway of handling
partially specifieduncertaintiesyith full Bayesanalysisasa specialcase;see[5]. In orderto applya

Bayedinearapproactio theanalysisof physicalexperimentsye mustexpressour secondrder(means,
variancesandcovarianceshpeliefslinking all of theingredientf theproblem.We maydo this by spec-
ifying secondorderbeliefsover the following threeequations.Firstly, the measuremengquationlinks

obsenrationsz to underlyingvaluesy by theadditionof independenineasuremergrrore, as

z=y+e (5)

Secondlythe discrepang equationlinks y to the simulatoroutputs* for the bestsysteminput through
additionof independentliscrepang termn (which may be further partitionedinto local discrepancies
resultingfrom irregularitiesof the currentexperimentalsetup,andglobal discrepanciesesultingfrom
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problemswith the theoreticaformulation,which thereforecorrelateapparentlyunrelatedexperimental
discrepancieat differentlocations),

y=s"+n (6)
Finally, beliefsaboutthe simulatoroutputarelinkedwith inputthroughanemulatorequationg.g.
s(z) = BT G(z) + §(x) ()

whereg areunknavn constantsindG(.) is acollectionof known functions expressingsystematiglobal
variationin s(z), andé is a stationarymeanzeroprocessn z, representingocal variation.

With the above specification,we may carry out a Bayeslinear analysisof the physicalmodel.
Fromthe combinationof thelikelihood,the discrepang andthe emulatoy we may construct‘plausibil-
ity” measuredasedon evaluationsof the currentvalueof (E(s(z)) — z), standardisetby the standard
deviation of (s(z) — z). This allows usto screenout nuisanceparametersandidentify the plausible
rangesfor the parameter®f interest. This approachcanbe usedto drive anapproacho experimental
designwheresequentiachoicesof experimentsandof choicesof simulatorevaluationsis directedby
theaim of reducinguncertaintyfor inputswhich arecurrentlyplausible.After eachevaluation,we carry
outdiagnosticchecksor theemulatorandthe physicalmodel.If theseareacceptableywe updatebeliefs
for the emulatorand thereforerecomputethe plausibility function, from which we choosenenv model
andexperimentalevaluations.Whenthe plausibleregion is sufficiently reducedn volume,we refit our
emulatorto thereducedspaceandwe continuein this way until we find all matchesetweerthe param-
etersandthe obsenrationswhich areconsistentvith our formulation(or until we run out of time, money
or patience) Finally, we male a lastdiagnosticcomparisorof obseredto expectedmnodeldiscrepang
whichallows usto judgeoverall matchquality andassesthe quality of forecastsnadeby theunderlying
theory Much of this methodologyis recent;see[2], [3] for developmentof this approachand[7] for a
complementaryull Bayesapproach.

While the currentissuesdebatethat we beganby discussings important,| feel thatthe ultimate
reasorwhy Bayesiarmethodswill achieve widespreadicceptances thatthey arethe only approactihat
is capableof addressingarge andcomplex problems.In my view, [C2] and[U2] areborneout through
approachesuchasthe above, asthey encapsulatand sensiblyapply all of the judgementghat are
requiredin orderto formulatea meaningfulcombinationof experimentadesign dataanalysisjnference
andmodeldiagnosticslt is hardto aguefor [I2] asthereis no obvious alternatve within atraditional
frequeng formulation. Objection[H2] is more serious,andthe needto tamethe compleity of belief
specificatiorandanalysisis a majorresearchareathough,as| have suggestedthis compleity may be
muchreducedwhereappropriateby a Bayeslinearapproach.

4 CONCLUSIONS

Informally, mostscientistghink asBayesiansWhatis to be gainedby formal useof Bayesmethodol-
ogy?Olviousareasare

Experimental design Enormoussumsof mone/ are committedto experiments. Efficient designto
optimise information and maximisethe chanceof valuablediscoreries should be driven by decision
theoreticformulationsbuilt on carefulspecificatiorof uncertainties.

Analysis: In high dimensionajproblems Bayesanalysisextractsmuchmoreinformationfrom the data
thantraditionalapproachedpr exampleby focusingonthe key areasof thelikelihoodsurface.

Combining resultsWhile the experimentemaybeinterestedn theoutcomeof asingleexperimentthe
communityneedso combinethe valuesarisingfrom a variety of differentexperimentsandtheoretical
considerationandthe Bayesiarapproactygivesa systematianethodfor suchcombination.

More generallythefield is ripe for unifying Bayessolutions basedaroundsubjectie, ratherthan
objective, Bayesiarformulations,usingsensitvity analysisto describethe extentto which the scientific
communityshouldbe broughtinto consensuby the currentlyavailableexperimentakesults.
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