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Abstract

As particle physicsexperimentsgron more complicatedwith eachpassing
decadesotoo do the analyse®f datacollectedby theseexperiments.Multi-
variateanalysesnvolving dozensof variablesarenot uncommonin this field.
This note describeshow the useof mary variablesin a multivariateanalysis
canactuallydegradethe ability to distinguishsignalfrom backgroundrather
thanimprove it. A methodwhich canaidin reducingthe numberof variables
to anoptimal setof discriminatords alsodescribed.

1 Introduction

High enegy physiciststodayare usuallyoccupiedwith the taskof trying to extract small signals(rep-

resentinghe interestingphysics)out of analmostoverwhelmingseaof backgroundevents. To achiere

this difficult goal, the particle physicscommunityhasbecomecorversantin recentyearswith anumber
of sophisticatednultivariatetechniques.Studiesof top quark productionare examplesof complicated
analyseshatprofit from the applicationof multivariatemethods[]

However, a problemwith someof thesemultivariatetechniquesand particularly endemicwith
neuralnetworks, is thatit is usuallyquite easyto includemary variablesin ananalysis.Previousto the
adwentof neuralnetwork techniquesn particlephysicstakinginto accountintricatenon-linearcorrela-
tionsbetweermmorethantwo or threevariableswasprohibitively complicatedandthusmucheffort was
normallyexpendedrying to find the bestpossiblesetof two or threediscriminatordo usein ananalysis.
Now, however, it is notuncommorto find neuralnetwork analyseshatinvolve literally dozensof vari-
ables.The penadingphilosophyseemdo bethathaving a lot of variablescant do ary harm,andmay
possiblyyield extra discriminationbetweensignaland backgroundrom the comple intercorrelations
assumedo exist betweerthevariables.

Obviously, usingmary variablesin an analysismakesit quite difficult to determineif the sig-
nal+backgroundnodelis accuratelydescribingthe datain the multidimensionalparameteispace. In
additionto this problem,however, addingtoo mary weakly discriminatingvariablesto a multivariate
analysiswill actuallydegrade, ratherthanenhancethe ability to distinguishbetweensignalandback-
ground. This is becausery addedvariablemay (or may not) add discriminationbetweensignaland
backgroundhut will always addstatisticalnoise. As we will seein a moment,this degradationof the
ability to distinguishbetweensignalandbackgroundwill occurno matterwhich multivariateanalysis
techniquds beingused.

A simple example of this phenomenons asfollows: a sampleof ‘signal’ eventsis generated
usinga five-dimensionaaussiamprobability densityfunction (PDF). A sampleof ‘background’events
is alsogeneratedvith afive-dimensionaGaussiarPDF, thatis identicalin every way to the signalPDF,
exceptthatthe meanin onedimensionis shiftedby onestandardieviation from the signalmeanin that
dimension.This particulardimensionwill be calledthe‘useful’ dimension.The otherfour dimensions,
for whichthe signalandbackgroundPDF’s areidentical,will bereferredto asthe ‘useless’dimensions.

Figurel shavs thebackgrouncefiiciengy versussignalefficiengy whenonly theusefuldimension
is usedto discriminatebetweensignalandbackground.The backgroundefficiengy versussignal effi-
cieng curve is a measureof the discriminationpower of a multivartiateanalysis;the smallerthe area
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Fig. 1: Backgrouncefficiency versussignalefficiencgy asobtainedby four differentmultivariatetechniquesinderthehypothesis
thatthe signalandbackgroundarebothunit-width one-dimensionaBGaussianseparatedy oneunit.

underthe curve, the betterthe generaldiscriminationpower. In this case the discriminationis approxi-
matelythe samefor four differentmultivariatetechniqueg2, 5], andall approachtheideal,asindicated
by theheavy blackline.

Figure 2 shaws the backgroundefficiency versussignalefficiency whenthe four uselesslimen-
sionsareaddedto the analysis. The discriminationpower of all the multivariatetechniquess signifi-
cantlydegraded.To avoid this effect, atechniques neededo reducethe numberof variablesusedin the
analysisto a subsethatprovidesoptimaldiscriminationbetweersignalandbackground.

2 Reducing the Number of Variables

Herel will presentwo methodgo reducethe numberof variables.Thefirst is simple-mindedandcan
quickly sortthrougha list of variablesto find mary of the bestdiscriminators. The secondis slightly
morecomplicatedput is morestablewhenthe sizeof thetrainingsampless changed.

2.1 TheSimpleAlgorithm

The userbggins the algorithmwith a setof variables(possiblynumerous}hat are believed to perhaps
afford somedistinctionbetweersignalandbackgroundFor eachvariable theuserperformsaunivariate

analysis(usingthe multivariateanalysismethodof their choice),determiningthe S/+/S + B discrim-

ination statistic. The userthenchooseghe onevariablethat appeargo afford the bestdiscrimination
betweensignal and backgroundand also adequatelynodelsthe behaiour of the data. This variable
formsthenucleusof “the acceptedsetof variables”.

Now, aniterative procesdegins:

10ther morecomplicated methodsthantheseareavailable,suchasgeneticalgorithms. The methodsdescribecherehave
theadwantagethatthey arerelatively easyto implement,andalsoeasyfor the averagepersonto understand.
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Fig. 2: ThesameasFigurel, exceptthatfour extra, non-discrimatingsariableshave beenaddedo the analysis.The discrimi-
nationpower of all the multivariatetechniquess significantlydegradedby the statisticalnoiseaddedby thesefour variables.

1 Theremainingvariablesareaddedone-at-a-timeo the acceptedetof variables,and
thediscriminationstatisticis determinedor eachcombination.

2 The variablefrom step 1 that provides the bestimprovementin the discrimination
statisticis addedo theacceptedetof variabledf it adequatelynodelsthe behaiour of the
data,andif the new discriminationwith the addedvariableis betterthanthe discrimination
withoutthataddedvariable.

Stepsl and2 arerepeatedintil novariablegpassheacceptancesquirementn step2. Thesubset
of variabledoundby thismethodmaynotbeminimal or optimal(but will likely beclose).Unfortunately
thenumberof variableshatpassthe selectionin step2 is dependentnthesizeof thetrainingsetsused.
Thenext sectiondescribes slightly morecomplicatedalgorithmthatavoidsthis problem.

2.2 A Slightly More Complicated Algorithm

This algorithmis very similar to the previous method, except that ’dummy’ variables(which afford
no distinction betweensignal and background)are addedto the signal and backgroundMonte Carlo
samplesThesedummyvariableswill allow the userto testthe “null discriminationhypothesis’(thatis
to say they will allow the userto statisticallytestwhetheror not an addedvariableappearso improve
thediscriminationbetweersignalandbackground).

The first stepin the methodis to add N dummyvariablesto the signaland backgroundvonte
Carlo sets. It is importantthat the samePDF be usedto fill the signaland the backgrounddummy
variables. The authorusually doesthis by filling the variableswith numbersrandomlysampledfrom
the Normal distribution. A dozenor so addeddummyvariablesare usuallysuficient. Thesevariables

114



arecombinedwith the setof realvariablesthatarebelievedto perhapsafford somedistinctionbetween
signalandbackground.

The userthen performsa univariate analysis(using the multivariate analysismethodof their
choice), determiningthe S/+/S + B discriminationstatisticfor eachof the real variables. The user
chooseghe onevariablethat appeargo afford the bestdiscriminationbetweernsignalandbackground,
andalsoadequatelymodelsthe behaiour of the data. This variableformsthe nucleusof the accepted
setof variables.

Thenaniterative procesdeagins:

1 Theremainingvariablesareaddedone-at-a-timeo the acceptedetof variables,and
the discriminationstatisticis determinedfor eachcombination. The N dummyvariables
are also addedone-at-a-timeand the discriminationstatisticis calculatedfor each. The
meanand RMS of the N dummydiscriminationstatisticswill form the basisfor the null
hypothesisomparison.

2 The variablefrom step1 that provides the bestimprovementin the discrimination
statisticis addedo theacceptedetof variablesf it adequatelynodelsthe behaiour of the
data,andif thenew discriminationwith the addedvariableis atleastS standardieviations
(of thedummyRMS) betterthanthe meannull hypothesigiscrimination.S is anarbitrary
parametechoserby theuser

Stepsl and 2 are repeateduntil no variablespassthe acceptanceequirementin step2. This
confidencdimit is independenof the sizesof the Monte Carlosetsusedto performthe study

3 Summary

Everyvariableaddedo amultivariateanalysisaddsstatisticahoiseto themeasuremenilo avoid having
this noisewashout the discriminationpower of ananalysisit is advantageouso reducethe numberof
variablesto a minimumnumberof optimaldiscriminators.
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