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Abstract

Criticismsof Ref. [1] presentedn FredJamesTalk [2] arebriefly answered.
My pointof view ontherelationshipoetweerBayesiarProbabilityTheoryand
QuantumTheoryis presentedn Section2.

1 Intr oduction

Firstl would like to thankFred Jamedor readingandcommentingon the remarkson BayesianProba-
bility TheoryandFrequentisStatisticspresentedn Ref.[1]. | would alsolike to emphasizehatthose
remarkswere simply intendedto provide a shortsummaryof importantissuesin BayesianProbability
Theory and FrequentistStatisticsthat are extensvely discussedn several articlesand books,suchas
thosein Refs.[3, 4, 5, 6, 7], citedin Ref. [1]. The argumentof our paperwasthe Bayesiananalysis
of solarneutrinodatain termsof neutrinooscillations,not the review of importantissuesin Bayesian
ProbabilityTheoryandFrequentisStatistics.

Theissuegaisedby Fredareinterestingandl think thatit is usefulto meditateon them. | think
thatexhaustve answergo mostof his questionsandcriticismscanbefoundin theexisting literature(see
Refs.[3, 4,5, 6, 7]). In thefollowing limited spacd will try to clarify in aconciseway theissuesaised
by Fredexaminingoneby onehis pointsin Ref.[2]. Mostof my remarksfollow from my readingsand
are,thereforenotoriginal. An exception,asfarasl amaware,is my pointof view ontheveryimportant
problemof the relationshipbetweenBayesianProbability Theory and QuantumTheory presentedn
Section2.

2 The Sources:BayesianProbability Theory vs. Quantum Theory

Like Fred,mary peoplethink thatBayesianProbability TheoryandQuantumTheoryareincompatible.
This apparentncompatibility stemsfrom the differentdefinitionsof “probability” in BayesiarProbabil-
ity TheoryandQuantumTheory

In BayesianTheory the“probability” of somethings a quantificationof the subjectve degreeof
belief in that somethingthat! will call BayesianProbability. It is assumedhat this degreeof belief
follows from a rational evaluationof all the available information. Two individualswith the samein-
formationshouldhold the sameBayesianProbability Thus,BayesianProbabilitycanbe consideredas
a quantificationof the degreeof knowledgereachedy individualsor groupsof individualssharingthe
sameinformation.

In FrequentistStatistics,the “probability” of anevent, that! will call FrequentistProbability, is
definedastherelative frequeng of occurrencef the eventin aninfinite setof experiments.

In QuantumTheory thesquarednodulusof anamplitude called“probability”, givesthe asymp-

1| stronglydisagreewith the criticism to QuantumTheoryin Chapter10 of Jaynes’book [6], an otherwiseenlightening
book,in my opinion. | think thatJaynes'claim that“physical probabilities”do not exist is unfoundedandunnecessaryl am
astonishedby his claim that physicistsdo not think seriouslyaboutthe problemof the probabilisticinterpretatiorof Quantum
Theory(never heardof the famousdebatebetweerEinsteinand Bohr? of the Einstein-Podolsk-Rosenparadox?of Bohm's
hiddenvariabletheory? of Bell inequalities?of recentexperimentsconfirmingthe violation of Bell inequalities?etc...). |
think thatlaughingis the bestanswetrto his statementhatno progressn physics(exceptfor the discosery of new particlesand
calculationtechniqueshasbeenmadesincel927.

295



totic relatve frequeng of occurrencef someevent. This “probability”, thatl will call QuantumProba-
bility, is a FrequentisProbability

Now, thequestionsre: s therea contradictiorbetweeQuantumProbabilityandBayesiarProb-
ability? Canthetwo live together?

I think thatthereis no contradictionbetweenQuantumProbabilityand BayesianProbabilityand
thetwo canhappilylive togetheraslongasthescientists consciou®f their differenceandknows which
oneshe/hds using.

The pointis that QuantumTheoryand BayesianProbability Theoryare usedfor differenttasks.
QuantumProbability gives the theoreticalasymptoticrelative frequeng of occurrenceof someevent,
while BayesianProbability quantifiesour degreeof knowledgefollowing, for example,the analysisof
experimentaldata.

One can happily use QuantumTheory to predictrelative asymptoticfrequenciesand Bayesian
Probability Theoryto quantify ones degreeof knowledge. Furthermorepelievers of QuantumTheory
canconscioushtransformQuantumProbabilityto BayesianProbabilitywith the samevalue(not vice-
versal).

Indeedif thereis atheoryin which onebelieveswhich providesthevaluesof relative frequencies,
it would befoolish to assumalifferentvaluesfor the subjectve probabilities. A trivial example:in the
tossof a fair coin the asymptoticrelatve frequeng of headsis 1/2 andit would be utterly foolish to
assignto headsa BayesiarProbabilitydifferentfrom 1/2.

The transformationof QuantumProbabilityinto BayesianProbabilityis often necessaryn the
applicationof Bayes'Theorem
_ P(D|H) P(H)
P(H|D) - W ’ (1)
where H representypothesesind D representdata. In mary experimentsthe samplingprobability
P(D|H) is calculatedusingQuantumTheoryandthe QuantumProbabilityis correctlytransformedo
BayesiarProbabilitywith the samevalue.

3 The Eight Arguments
3.1 Argumentl: Knowledgeand Belief

I guessthat the distinction betweenknowledge and belief may make the happinesgand career)of a
philosopherAs asimplescientist know what! believe andl believe whatl know to belikely to betrue.
| couldalsosaythatl do notbelieve whatl do notknow andl do notknow mostof thethingsin which|
donotbelieve.

If Freddoesnot believe what he knows to be likely true he is free to make two analyses:.one
with probability= degreeof beliefandonewith probability= degreeof knowledge.Why doesBayesian
ProbabilityTheorynotallow this?

Jolesapart,Jaynesbook][6] clearlyexplainsthatBayesiamprobabilityshouldbeevaluatedaking
into accounall theavailableinformationandtwo personsith the samenformationshouldevaluatethe
sameprobability Sincebothknowledgeandbelieffollow from information,it seemgo methatthey are
tightly connectedn arationalmind.

3.2 Argument2: “impr ovement” or “impr oved"?
Fredis right, but | think thatit is ratherobviousthatwe meant‘improved”. Sorryfor the misprint!

296



3.3 Argument3: Measurability and Authorities

Fredseemdo judgeBayesianProbability Theorywith Frequentistriteria. Measurabilityof probability
is anabsurdideain BayesianTheory Whatdoesit meanto measurenes degreeof belief? Whatis its
usefulness?

| do not understananuchof whatO’Haganwritesin paragraptt.26on pagel06 of Ref.[8] and
I think thatone shouldnot just follow “authorities” but Reason.Blindly following authorityis the end
of science For example,| citedRefs.[3, 4, 5, 6, 7] notbecausehe authorsareauthorities put becausé
like mostof whatthey have writtenthere.

¢Fromwhatl understan@f whatO’Haganwritesin paragrapld.26onpagelO6of Ref.[8], | have
theimpressiorthatheis confusingBayesiarprobabilityasdegreeof belief with Frequentisprobability
asrelative frequeng of events. In particular the sentencéAny practical usage of Bayesianmethods
mustacknowled@g that probabilitiescannotbe assertedvith perfectaccuacy” is for menonsense.

In FrequentisiStatisticsprobability is consideredo be an objectve propertyof someapparatus
and| agreethatit canbe measuredvith ary desiredaccurag. However, | guessthat Fredwill have
to agreethat, asall measurabl®bjectve propertiesFrequentisprobability is an unknavn quantity or,
usingthewordsof O’Hagan,Frequentistprobabilitiescannotbe assertedvith perfectaccurag”.

Therefore Bayesiarprobabilityis known but not measurableandFrequentisprobabilityis mea-
surablebut unknawvn. You chosewhich you prefer

Thetrivial exampleof tossinga fair coin canclarify the abore remarksaboutFrequentisproba-
bility. Evenafterbillions of tossegherelative frequeng of headss probablydifferentfrom exactly 1/2.
How mary tossesarenecessaryo saythatthe probability of headss exactly 1/2?Whencanonestop?

In spiteof thefactthatthe probabilityto getheadsn thetossof afair coinis never measureadvith
perfectaccurag?, | guesshatevenorthodoxFrequentistsake it to be exactly 1/2.

It is afactof life thatthe valuesof Frequentisprobabilitiesarenot obtainedirom measurement,
becauseéhedefinitionof Frequentisprobabilityrequires‘unrealizablesxperiments” asnotedin Ref.[9],
Section2.1.1. Instead Frequentisprobabilitiesare obtainedby abstracteasoningor by theory(as,for
example,QuantumMechanics).

3.4 Argument4: Bestinference

Seefor example,Ref.[10]. | emphasiz&gainthatour paperin Ref.[1] couldnotandwasnotintended
to provide an exhaustve presentatiorof FrequentistStatisticsand BayesianProbability Theory It is
quite obvious thata beginner shouldconsultthe vastliteratureon thesesubjectsn orderto gain some
understanding.

3.5 Argument5: Hypothetical Data

Before this Conferencd did not know the “Lik elihood Principle”. After hearingaboutit | am not
impressed.

Thepoint,thatl think we wroteratherclearly is thatif your conclusionsarebasedn hypothetical
data,they dependon which hypotheticabdataarein your mind.

The fact that BayesianProbability Theory allows conclusiongto be dravn without needof hy-
potheticaldataseemdgo me a desirablefeature. As far as| know, in BayesianProbability Theorythe
useof hypotheticaldatais not forbidden, it is just not needed.| guessthat also Frequentistgas ary
reasonabl@erson)vould agreeonthe undesirabilityof usinghypotheticabataif they did notneedthem
desperately

2Somebodymay saythat| am writing nonsensebecause fair coin hasby definition probability 1/2 to give headwhen
tossed.Then,l ask:how do| know thatl have afair coin?It is clearthatwe returnto the measuremergroblem.

297



Frequentistfike verymuchto teachwhatis allowedandwhatis forbiddenin FrequentisStatistics,
whereasjn my experience Bayesianaremuchlessdogmatic. Peoplearenot allowed or forbiddento
do somethingput they areexpectedto understandvhat makessenseandwhatdoesnot, whatis useful
andwhatis not, etc...

3.6 Argument6: Systematicand Statistical Err ors
I amgladthatwe agreeon something.

Whatis wrongwith thelastsentence’BayesianProbabilityTheoryobviously cantreattheoretical
andsystematierrorson the samefooting asstatisticalones Jeadingto consistentesults'?

Of courseone canthink that “Bayesianmethods... arenot well adaptedo randomerrors”, but
this hasnothingto dowith thefactthat“BayesianProbability Theoryobviously cantreattheoreticabnd
systematierrorson the samefooting asstatisticalonesJeadingto consistentesults.

3.7 Argument7: Which Approximate Method?

It is truethatthe problemof choiceof anappropriateapproximatanethodis notafundamentaproblem,
but it seemgo me a seriousproblemin reallife. In spiteof the factthat mostphysicistsare educated
to think asFrequentistsyery few of themunderstandhe subtletiesof FrequentisStatisticsandpossess
knowledge beyond the simplestmethods. | do not think that anybody can say that this is due to the
factthat physicistsarestupidor lazy to learn. It is dueto the vastnessandcompleity of the theoryof
FrequentisStatistics.In orderto masterthe theoryof FrequentisStatisticsa physicistshoulddevote a
large fractionof histime to the studyof Statisticswith hiswork in physicssuffering. Onthe otherhand,
the principlesof BayesianProbability Theoryaresimple,easyto masterandallow the scientistto make
usefulinferencesvithout muchfurtherlearning.

3.8 Argument8: Arbitrariness

I have the impressionthat againFredis applying Frequentistriteriato Bayesianmethods. It is well
known thatin FrequentisiStatisticsone mustchoosethe methodindependenthfrom the datain order
to have coverage(see for example,Refs.[9, 11, 12, 13]). A popularmethodis thatof centralintenals,
which hassometimegesirableproperties(see[11, 14]). On the otherhand,in BayesianProbability
Theoryonecanchoosethe interval thatbetterrepresentshe posteriorp.d.f. afterthe calculationof the
posterior It would be a clearnonsensé¢o choosea centralinterval if the posterioris betterrepresented
by anupperlimit.

For example,BayesiarProbability Theoryhasoftenbeenusedto obtainmeaningfulupperlimits
ontheneutrinomassin Tritium S-decayexperiments As far asl know, nobodyhasever hadtheinsane
ideato give a centralinterval whenthe datadid not shav ary evidenceof afinite neutrinomass.

Of coursejn spiteof reasonpnemaydecideto give a centralintenal in any case.Then,it is true
thatin BayesianProbabilityTheoryonecannotgetanupperlimit. But in FrequentisStatisticsonegets
sometimesa centralinterval, sometimesan upperlimit and sometimesan emptyintenal (nothing, no
information). You choosewhich youthink is better

Speakingaboutmore seriousproblems,the arbitrarinessn FrequentistStatisticsand Bayesian
Theoryarisesat differentstagesof the analysis. As | wrote above, in FrequentisiStatisticsone must
choosethe methodindependenthyfrom the datain orderto have coverage. The resultsof an analysis
of experimentaldatais aninterval (or a setof intervals for differentConfidencelevels). Oncethese
intenalsareobtainedonecannotdecidethatthemethodwasinappropriatendswitchto anothemethod.
However, someoneslsecould preferanothemethod independentlyrom theresults. Theapplicationof
the alternatve methodrequiresa repetitionof thewhole analysisstartingfrom theraw data.

In BayesianTheorythe resultof an analysisis a posteriorp.d.f. that canbe publishedto allow
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everybodyto extract their own interval. Sincethe posteriorp.d.f. dependson the prior, it is highly
desirablethat experimentergpublishalsothe Lik elihood function, which allows everybodyto calculate
a posteriorwithout the needto re-analyzethe raw data(which is a hardjob that usually canbe done
properlyonly by the experimenters).

4 Conclusions

In conclusion] would like to thankthe organizersof this very interestingConferencdor giving methe
opportunityto presentheseanswers.
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