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Abstract

This conferencecontaineda wealth of illuminating talks, including a num-
ber of informative overviens of analysismethods practical“reportsfrom the
trenches” andproposaldor new waysto reportresults.The discussionsvere
enrichedby the participationof a Bayesiarstatistician.

1 INTRODUCTION

In my conferencesummarytalk, my audiencenvasof coursecomposef peoplewho hadheardevery
talk in the previousfew days,andit was(almost)feasibleto referto mostof thetalkswhile emphasizing
certainthemeslIn thiswritten version,| attemptagainto give anoverview, but | amforcedto reducethe
numberof topicsin orderto make it morecomprehensibléo thosewho might readthis without having
digestedhe restof the conference.The conferencettracteda numberof talks of high quality which |
discusselow in severalbroadcateyories:

e The“Other” PDF’s: partondistribution functions.
¢ Reportsfrom the Trencheslessondrom specificdataanalysedy physicists.

e GroupDynamics:how statisticalnalysiss performedn largecollaboration@andmeta-collaborations.

e TutorialsandOverviews: surweys of toolsusein dataanalysis.
e Studiesof IntenvalsandLimits: confidencentenals, credibleintenals, andalternatves.
e “Why Be A Bayesian?’A professionaktatisticiarns perspectie.

In choosingwhat to speakabout,| tried imaginewhich talks will have animpact beyond this
conferencel think thattalks onthefollowing sortsof topicsareparticularlyhelpful.

e Well-foundedmethoddrom elsavherein academeavhich areintroducedin HEP andfoundto be
practicalanduseful.

e HEP-specifieextensionf standardnethodsvhenthe extensionsareunderstoodindfoundto be
practicalanduseful.

¢ Lucid explanationsof subtleissueghatarisein the contet of a particularexperiment.

With ahigherthresholdwe canaddto thelist completelynew inventionsby professionaphysicists/amateur

statisticians.The thresholdis higherbecausene mustunderstandhe foundationsof ary methodand
how broadlyapplicableit is.

Evensortingwith thesecriteria, thereis far too muchto mentionin this summarysol amguided
additionallyby thedesireto highlight methodghatmight belesswell knowvn.

2 THE “OTHER” PDF'S

At a statisticalconferencea pdf is a probability densityfunction, but for a subgrouphere(which had
its own sessionswhich | won't be able to summarize),a PDF is a partondistribution function. In
additionto their intrinsic interest,thesePDF’s matterin frontier experiments:asan example,we need
only recall the difficulty in interpretinghighpr spectraat experimentssuchas CDF. As wasapparent
in theintroductorytalk by Robert Thorne (“Uncertainties in parton related quantities”), thosewho
calculatePDF'sfaceanenormoushdifficult task:fitting vastdatasetsfrom diverseexperimentsin order
to extractseveralfunctionsand the errors on these functions. Thistaskis madeevenmoredifficult by the
fact that the functionalforms have systematiauncertaintiesiueto finite-ordertheoreticalcalculations.
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The walk-throughby Amanda Cooper-Sarkar of “Zeus NLO QCD fits to extract PDFs, as(M2)
and their uncertainties” alsorevealedpointsof controversy andstimulateda discussioron whatvalue
of Ax? is appropriateadiscussiorwhich | believe will extendwell beyondthis conference(Therewere
relatedtalksin the parallelsessioron PDF’s andin the mainsessiorby M.J. Wang.)

In spite of the difficulties, the progresshasbeenimpressie. For example,in predictingHiggs
productioncrosssectionswhat mattersis not the error at every point on every function, but ratherthe
final answerwhich integratesover productsof thesefunctions. The errorson the Higgs crosssection
from variousapproachearelessthan5%.

3 REPORTSFROM THE TRENCHES

Here were hearda numberof talks reportingon real-world applications,with all the difficulties that
imperfectdataanduncertairmodelingbring. | mentiona few:

3.1 Gary Hill and TyceDeYoung: Application of Bayesianstatisticsto muontrack reconstruction
in Amanda

This was a fascinatingtalk in which Bayess Theoremwas appliedto calculatethe probability that a

cosmic-raymuonwasneutrino-inducear the directresultof mesondecay Thetechniques powerful

andappliesto otherexperimentsvhich have a signal-to-backgrond ratiowhichis dependenbn position
or someothervariable. My only commentis a semanticone: while the authorscalledthis technique
“Bayesian”,it would appeato be perfectlyvalid with the frequentistdefinition of probability

Bayess Theoremappliesto ary P which obeys the axiomsof probability including both the
degree-of-belieP commonlyreferredo as“Bayesian”andthefrequenyg definitionof Pmorecommonly
usedin HEPR Usingthe frequentistdefinition of P, it is difficult or impossibleto definethe “probability
thatsupersymmetriparticleshave massedelov afixedvalue,sayl TeV” but whenthereis arelevant
ensemblet is quite possibleto define“the probabilitythatarandomlyselectedeventwith givencharac-
teristicswill beaneutrino-inducednuon’ Whatis requiredis thattheinput P’sto Bayess theoremare
themselesfrequentistP’s, which appeardo be the casehere: the fractionsof muons,asa function of
angle thatareneutrino-induced.

Thus,this applicationof Bayess Theoremwould appeatto be asfree of controversyasthe com-
mon introductoryexampleof Bayes$ Theoremusinga medicaltest. (See,e.g., Ref. [1] andtalks by
F. JamesandM. Goldsteinat this conference) Oneneedso ensureof course thattheinput priorsare
determinedndependentlyn orderto avoid a circularity to the measurementyut thatis the sameissue
asin ary otherexperimentin which calibrationdataof varioussortsis used.

3.2 Volker Blobel and ClausKleinwort: A Newmethodfor the high-precisionalignment of track
detectors

This beautiful talk is requiredreadingfor aryone facedwith the task of fitting to large numbersof
parameters.

3.3 Nigel Smith and Dan Tovey: Statistical Issuesin Dark Matter Searches

Thistalk describedmportantwork by astro-particlgphysicistsseekinganastoundingbsenration: direct
detectionof the non-luminousmatterwhich is known (throughits gravitational interaction)to account
for mostof the massof galaxiessuchasours. Therearea numberof difficult statisticsssueswvhich are
notyetcompletelysolved,andwhichl amsorrywe did not have moretime to exploreatthis conference.
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3.4 Rudy Bock and Wolfgang Wittek: Gamma/Hadron separation in atmospheric Cherenkov
telescopes

Hereis morerequiredreading:a comparatre studyof signalandbackgroundseparationn the contet
of anastro-particlgphysicsexperiment.

3.5 SemeiRedin: AdvancedStatistical Techniquesin the muon g—2experimentat BNL

The beautyof this talk, asidefrom the specificissueaddressedyasthe reminderof how muchcanbe
learnedwith pencilandpaperabouthow errorsfrom varioussourcescontrikute to the overall error A

modernstudentcaneasily get the impressionthat multiple GEANT jobs arethe way to approachary

problem,but it maytake alot of simulationsandlog-log plotsto gaintheinsightwhich analyticcalcula-
tionscanprovide. In the caseathand,the experimentersat BNL performa5-parametefit to extractthe
oneparameteif interesttheprecessiotirequeny of themuons.The parts-pemillion accurag desired
is far from the usualexperiencan HEPR.

3.6 Fabrizio Parodi etal: How to usethe Amg information in CKM fits

This wasanotherinterestingtalk in which morework might be useful;l would have to studyit morein
orderto understandhe chosermethodbetter The spealkr notedthatanad-hoc'modified” x? proposed
by someoneelsedid not performwell. Thisis nottoo surprising:thereis alarge burdenof proof placed
onthosewho would inventchi-squaresvhich arenot basedn thosestudiedby statisticians.

3.7 Kay Kinoshita: Evaluating quality of fit in Unbinned Maximum Lik elihood Fitting

Thistalk helpedexplainwhy a general-purposgoodness-of-fi(g.o.f.) testis not possibleusingonly the
valueof theunbinnedik elihoodfunctionatits maximum.(A recentinternal CDF Noteby JoelHeinrich
alsoexamineghisissue.)l canaddthereminderthatthechi-squarey.o.f. teststhatwe use(Gaussiarand
binnedPoisson)canbe derived startingfrom the likelihoodratio theorem[8]. It’'s the likelihoodratio
which producesa g.o.f. teststatisticwhich asymptoticallyobeys the chi-squaredistribution. With just
oneL, onehasonly thenumeratarwhichis notdimensionlesandwhich is metric-dependentAs Fred
Jamedasemphasizedh the past,for agivenbest-fitparameteonecanthereforefind a metricin which
L is unity for all datasetswhich yield thatbest-fitparamete) With someclassof alternatve modelsin
mind, onecaneffectively obtainarelevantratio for g.o.f. by comparingunbinnedik elihoods but this is
morerestrictedhantheusualclassicab.o.f.testsin whichno alternatve is specified. The spealer points
to somefuturework whichwill helpclarify matters.

4 GROUP DYNAMICS
4.1 Bruce Yabsley: Statistical practice at the Belle experiment,and somequestions

Not only is Belle a large collaborationspreadaroundthe world, but it is in head-to-headompetition
with BaBaron a broadmenuof physicsmeasurementequiringdiversestatisticaltechniquesOnehas
to accepthattheremaynot betime to performthe ultimateanalysisin thefirst instance But two points
can be madewhich both point toward educationin statisticalmethods. First, while the initial results
may be publishedhastily the hugeinvestmentin theseacceleratorand experimentsdemandghat an
appropriateeffort eventually be madeto extract the most preciseresultsfrom the datafor physicsof
interest.Secondwhencompromisesnustindeedbe madein orderto have atimely announcementhe
choiceshouldbe oneinformedby anunderstandingf how “dirty” the“quick” methodis.

An interestingproblemthatthis spealer highlightedrelatesto the BYB0 — 7+ x— analysis.The
parametergxtractedfrom the dataarecoeficients S andC of sineandcosinetermsin thetime depen-
dence respecirely. Thisis aninterestingvariationon the physical-boundargituationbecausef the
constraintS? + C? < 1. (Simpleestimateof S andC may violate this inequality) The collaboration
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hasconstructeadonfidencentenalsusingthe Unified Approachadwocatedby FeldmamnandCousing 3],
but issuesremain. Notably, thereis physicsinterestin the compatibility (or not) of the datawith the
specialpoint C=0 and S=0 (no asymmetry)andtheline segmentC'=0 (no direct CP violation). In the
contet of the Unified Approach,a p-valuecanbe constructedit is thatvalueof the Significancelevel
suchthattheconfidencentenal/region would justexcludethe point(s)of interest.If aBayesiaranalysis
is performed,l would argue thatwe arein the situationwherea subjectve prior with delta-functions
at the interestingpoints are appropriate;one can do a sensitvity analysiswith respectto the amount
of probability put into the deltafunctionsandelsavhere. (This sortof prior doesnot exist in the usual
so-called‘objective” Bayesiarpriors.) | returnto this point below.

4.2 Chris Parkes: Practicalities of combining analyses:W physicsresultsat LEP
Theusualcollaboratiorproblemof agreeingon acommonanalysismethodwasmultiplied by four when
the LEP experimentsformed a meta-collaborationn orderto combineresultson the mostimportant
measurementsT he problemwas exacerbatedecauseachexperimenthad alreadypublishedofficial
results.ChrisParkestook usthroughthecomple processy whichthey madecompromisesjinderstood
correlateduncertaintiesandachiezed the goalof combinedresults.

LEP experimentscontaineda sizablefraction of world HEP community As evidentfrom thisand
othertalks at this conferencethey reachedsery maturestateof analysis having thoughtthroughmary
issues We have muchto learnfrom them,boththeoreticalandpractical.

5 TUTORIALS AND OVERVIEWS

Therewereanumberof excellenttutorialsandreviews at the conferenceincludingthefollowing. (The
talk by R. Bock above is alsoin this category.)

e FredJames:Overview of Bayesianand FrequentistPrinciples

e Sherry Towers: 1) Overview of non-parametric Probability Density Estimation methods,and
2) Benefitsof minimizing the number of discriminators usedin a multi variate analysis.

e Berkan Aslan & Ginter Zech: Comparison of differ ent goodnessf fit tests

e RogerBarlow: Systematicerrors: Factsand fictions

¢ NielsKjaer: Monte Carlo unifying Frequentistand Bayesianinference

e Paul Harrison: Blind Analyses

e Harrison Prosper: Multidimensional methodsin data analysis: a unified perspectve

e Tony Vaiciulis: Support Vector Machinesin Analysis of Top Quark Production

e Pekka Sinervo: The significanceof HEP obsewations

e Glen Cowan: A survey of unfolding methodsfor Particle Physics(SeealsoVolker Blobel: An
unfolding method for high energy physicsexperiments)

| refer the readerto the writeupsin theseproceedingswhich | believe will be a mostvaluable
referencan thefuture. | mentionhereonly two generalpoints. FredJamesmphasizedhe importance
of knowing the statisticalquestionone is asking, since confusingthe questioncan quickly leadto a
confusinganswer For example, avoid confusingconfidenceintenals (statementsabout parameters)
with goodnes®f fit (statementaboutthe modelitself).

HarrisonProsperemphasizedhatthereis a unifying themeto mary of the above efforts, namely
to classifyevents(or the equivalent)asonetype or another For definitenesshe considerssignal S vs.
backgroundB. The Neyman-Pearsotemmatells us thatthe mostpowerful classicaltestof a simple
hypothesisagainsta simple alternatve is basedon the likelihoodratio L(S)/L(B). Wherethereis
prior information favoring one hypothesisover the other this generalizedo the Bayesdiscriminatoy
D(z) = P(S|z)/P(B|z) = (L(S)/L(B))(P(S)/P(B)), wherez is thedata.Frequentlythelikelihood
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function L is not known a priori, andevenits functionalform may not be knovn. However it canbe
estimatedoy non-parametrianethods,in particularby taking somekind of averageof Monte Carlo
eventsin a multi-dimensionakpace.

Prospetistedmary of themethodsliscussed- FisherLinearDiscriminant,PrincipalComponents
Analysis,Independen€Componenfnalysis,Self-OganizingMap, Grid SearchProbabilityDensityEs-
timation(Kernalmethods)NeuralNetworks, SupportVectorMachines- andviewedthemasattemptgo
solve thesingleclassificatiorproblemwhosesolutionis the Bayesdiscriminant.(As adirectapplication
of the Bayesdiscriminant,seethe paperby GaryHill andTyce De Youngon AMAND A above. Papers
using neuralnetsincludedthoseby F. Hakl et al. andby M. Wolter) He emphasizedhat multivariate
analysigs hardandthatit appearshatthereis no singleoptimalapproximation- hencethe proliferation
of methods.He notedthatit is importantto useall the informationcontainedn the full D(z) (which
mightbelost, e.g.,by maginalization).

6 STUDIES OF INTERVALS AND LIMITS

Therewereanumberof talksaboutconfidencentenalsandconfidencdimits, whichwerethemaintopic
of two previous workshopsat CERN [4] andFermilab[5]. Herel mentiononly afew of the interesting
talks, primarily thosewith morerecentresults.

6.1 Alex Read: CLg — Reporting Search Results

This wasa beautifultalk which lucidly explainedcomparisondetweenthe Unified ApproachandCL.
The CLgs method,which wasdevelopedfor LEP experimentsjs appliedto neutrinooscillations. Alex
Readnow adwcatesCLg only for limits andin caseof signal,he now would usethe Unified Approach
(withoutthe“unity” betweerimits andintenvalsthatit provides).

6.2 Byron Roe& Michael Woodroofe: BooNE Neutrino Oscillations

For settinglimits, RoeandWoodroofeadwcatethe approachof Bayesiarcalculationsvith approximate
frequentisicoveragedescribedatthe FNAL workshop5, 6]. In the caseof asignal,they alsowould use
the Unified Approach.

6.3 DeanKarlen: Credibility of Confidencelntervals

The speakr adwcatedthat experimentseport,alongwith a confidencantenal, its credibility, namely
the degree-of-beliefthat the true parameteis containedn the statedintenal. This of courserequires
a prior pdf, which he suggestbe taken asuniform in the region of interest. While therewasgenerally
interested-todvorale reactionto this suggestion] raisedmy usualobjection[4] that uniform priors
typically fail to capturedegreeof beliefin ary quantifiedmanneyin additionto beingill-defined (since
onemustchoosethe metricin which the prior is uniform). We evaluateBayesiarintervals with serious
frequentistmethods. Why not evaluateconfidencantenals with seriousBayesianmethods?Thatin-

cludessubjectve Bayesiarmethodswhichtruly desere the descriptiori‘degreeof belief’. In ary case,
this talk openedup afruitful discussiorwhich | amsurewill continue.

6.4 Wolfgang Rolke & Angel Lopez: Bootstrap-correctedlimits for rare signals

Evenin a blind analysisin which the signalregion is hiddenwhile analysiscriteria (cuts)are chosen,
therecanbeabiasintroducedby tuning cutsspecificallyto reduceeventsnearthe signalregion, if these
sameeventsare usedto estimatethe backgroundevel. Someexperimentsthereforeblind themseles
to the eventsusedto estimatethe backgroundevel, which requireshaving evenmoreeventsto tunethe
cuts. This speakr insteadapplieda generalizatiorof the bootstrapmethodto shav how to correctfor

thebias,sothatall availableeventscanbe usedto estimatehe backgroundevel.
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Resamplingsuchasthebootstrap)js commonin otherfields, but notin experimentaHER, asfar
asl amaware[2]. Suchmethodswerealsomentionedn Kjaer’s talk above. It would be interestingto
hearaboutmoreexperiencewith them.

6.5 Rajendran Raja: ConfidenceLimits and their Errors

This talk dealtwith the fact that the meanof a measuremerngetsquotedalongwith an error, but one
doesnot quotean “error” on anupperlimit. | believe therewassomesemanticconfusionat the time,
but the point mary of uswould agreewith is thatthe samplingdistribution of upperlimits is of interest
[7]. (Thisdistribution dependsof courseonwhatis assumedboutthe signalstrength for exampleno
signalevents[3].) An upperlimit is theend-pointof aconfidencentenal, soit doesnothave anerroror
uncertaintyin the usualsenseput the spealer raisesa usefulissuethat| believe will be pursuedn the
future.

7 MICHAEL GOLDSTEIN: WHY BE A BAYESIAN?

It wasa real pleasureto have Michael Goldstein,from the Univ. of Durhams Dept. of Mathematical
Sciencesparticipateactively in theentireconferenceHeis astrongadwcateof Bayesiarmethodsising
priorswhichreally do represenbeliefs— thosepriorswhich we oftenreferto assubjectve priors. From
this point of view thereis no supportfor the existenceof so-called“objective” or “non-informatve”
priors; suchpriors canbe usefulfor illustrative purposeshut thatis all. He insistson the Likelihood
Principle,andhencdindsthat(frequentistronfidencentenals (whichdonotobey it) arefundamentally
flawed. He notesdifficultieswith constructinghelik elihoodfunction— it mayrequiresubjectve input—
andadditionalpitfalls in high dimensions.

He alsosaidthatBayesiarmethodsarehardto doright, but they aretheonly wayto attackcertain
hard problems. In his researchhe and co-workers have beendeveloping a BayesLinear Methodol-
ogy which addressesxpectationgatherthanwhole pdf's, in orderto make somehardproblemsmore
tractable.

Onepointwhich | think Bayesiansadwcatesin HEP shouldtake seriouslyis his statementhat
“Sensitvity Analysisis atthe heartof scientificBayesianism”A sensitvity analysidooks atthe poste-
rior beliefsasafunctionof the prior beliefs.How skepticalwould the communityasa whole have to be
in ordernot to be corvincedthata discorery wasmade?What prior givesP(hypothesis)>- 0.5? What
prior givesP(hypothesis)> 0.99,etc?

Anotherpointworthnotingis hisdescriptiorof Bayesiarmethodsas“hard”, becauséeadwocates
doingthehardwork to geta prior whichreally representselief, in contrasto usinga mathematicatule
to obtaina prior which hefinds“arbitrary”.

Michael Goldsteinrepresent®nly oneschoolof Bayesianstatistics. Thereareadvocatesof ob-
jective or non-informatve priors, but | don't know of a schooladwocatinga uniform prior for a Poisson
mean,for example. | think thatanswersbtainedwith uniform priors arewithout muchcontentunless
they areevaluatedby frequentiststandardsasis indeedoftenthe casein HEP (In this casethe impor
tanceof the Bayesiarorigin is not somuchdefiningP asdegreeof belief, but ratherthatthe Likelihood
Principleis built in). Uniform priorscanalsoof coursepravide examplesin a sensitvity study

Ontheotherhand,subjectve priorsexpandthe sortsof sensitvity studiesonecanperform,since
onecanput partof the probabilityin a deltafunctionat ary point of particularinterest,for examplethe
point(0,0)in the CPviolation studyreferredto above (BruceYabslg’stalk). Theresultcanbedisplayed
asa function of the fraction of prior belief locatedat this specialpoint (andof course,asa function of
othersubjectve piecesof theprior).
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8 CONCLUSION

Nearly all of the participantsin this conferenceare physicistswho have studiedstatisticaltechniques
in orderto have bettertools available for their main passion,elementaryparticle physics. Thusit has
beenparticularlyimpressie to listento suchcogenttalkson awide variety of statisticaltopics.I'm sure
thatwe still have alot to learnfrom the careerstatisticiansput the overall level of discussiorhasrisen
tremendouslyn recentyears,while maintaininga congenialatmosphereAs our experimentsgetmore
expensve andtake longerto perform,extractingthe mostinformationfrom the databy usingadwanced
techniquedranslatesnto savings of runningtime andresourcesWe canlook forwardto the progresso
bereportedatthe next suchconferencen ayearor two.
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